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Digital Module 38: Differential Item Functioning by Multiple
Variables Using Moderated Nonlinear Factor Analysis
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Module Abstract: When investigating potential bias in educational test items via differential item
functioning (DIF) analysis, researchers have historically been limited to comparing two groups of
students at a time. The recent introduction of Moderated Nonlinear Factor Analysis (MNLFA)
generalizes Item Response Theory models to extend the assessment of DIF to an arbitrary number
of background variables. This facilitates more complex analyses such as DIF across more than two
groups (e.g. low/middle/high socioeconomic status), across more than one background variable
(e.g. DIF by race/ethnicity and gender), across non-categorical background variables (e.g. DIF by
parental income), and more. Framing MNLFA as a generalization of the two-parameter logistic IRT
model, we introduce the model with an emphasis on the parameters representing DIF versus
impact; describe the current state of the art for estimating MNLFA models; and illustrate the
application of MNLFA in a scenario where one wants to test for DIF across two background
variables at once.

Keywords: differential item functioning, factor analysis, item response theory, measurement invariance,
moderated nonlinear factor analysis

Differential item functioning (DIF) analysis has a rich his-
tory in the educational measurement field (e.g., Angoff &
Ford, 1973; Holland & Thayer, 1986; Swaminathan & Rogers,
1990; Thissen, 2024). DIF analysis is the investigation of the
extent to which responses to a given item differ systemat-
ically according to a background variable of interest (e.g.,
race/ethnicity, socioeconomic status, gender), above and be-
yond differences in item responding implied by group-to-
group differences on the construct of interest, often called
θ for the purposes of modeling. DIF in educational measure-
ment is generally cast as an important, though certainly non-
comprehensive, threat to the fairness and validity of an as-
sessment (AERA et al., 2014), so its assessment is a key step
in nearly all test development.
Most mainstreamDIF analysis methods, especially those in

the Item Response Theory (IRT) paradigm, are group-based
and consider a small number of groups at a time, often just
two (a “focal” and a “reference” group). This multiple-group
approach to DIF is an inherently limited analytic framework:
(1) analysis of DIF by continuous background variables in
most frameworks requires coarsening the variable into a cat-
egorical one, thereby losing information, and (2) analysis by
multiple background variables is generally not possible, even
though there is good reason to consider the intersection of dif-
ferent variables in the context of DIF analysis, as enacted in a
recent ITEMS Module (Russell, 2024). This can be partially,
but not fully, addressed by models typically used for mea-
surement invariance analysis in structural equation model-
ing (SEM): whilemultiple indicator, multiple cause (MIMIC)
and MIMIC-with-interaction models (Jöreskog & Goldberger,
1975; Woods & Grimm, 2011) facilitate analysis of DIF by mul-
tiple variables, their limitation is the assumption of constant

variance across all background variables. This is one advan-
tage of multiple-group models: they do allow the mean and
variance of θ to differ by group. That is, the features needed
to conduct principled analysis of DIF by multiple background
variables at once have historically been split across two dis-
tinct analytic frameworks.
Moderated Nonlinear Factor Analysis (Bauer, 2017; Bauer

& Hussong, 2009) is a general measurement modeling frame-
work with foundations in both IRT and SEM. For the purposes
of DIF analysis by multiple background variables, MNLFA
incorporates the best features of both multigroup IRT and
MIMIC approaches. Like MIMIC models, MNLFA allows for
an arbitrary number of background variables (either contin-
uous or categorical). Like multigroup IRT models, MNLFA
freely estimates the variance of the θ distribution as a func-
tion of variables being analyzed for DIF. Yet, the flexibility of
MNLFA also leads to model identification complexities and
challenges for estimation. This ITEMSmodule walks the user
through the conceptual foundations of DIF analysis by an ar-
bitrary number of background variables using MNLFA, and
describes how penalized maximum likelihood estimation can
be used to reduce the complexity of models with many DIF
parameters (Bauer et al., 2020; Belzak & Bauer, 2024). Users
completing this module will go forward equipped with a pow-
erful new approach to DIF analysis whose flexibility enables
analyses that are simply not possible using traditional DIF
methods (Bauer, 2023).

Learning Objectives
Upon completion of this ITEMS module, learners should be
able to:
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• Articulate the difference between uniform and nonuni-
form DIF in the slope-intercept form of the 2PL IRT
model.

• Differentiate DIF from impact, and describe the im-
plications of both for parameters of traditional IRT
models.

• Describe how moderated nonlinear factor analysis can
be applied to estimate both DIF and impact in the slope-
intercept 2PL.

• Apply regularized moderated nonlinear factor analysis
to simultaneously estimate DIF and impact for multiple
covariates of mixed types (i.e., categorical and continu-
ous) using the R package regDIF.

• Use the results of regularized MNLFA estimation to
inform next steps in DIF analysis.

Brief Description of Each Section
The digital ITEMS module is divided into the following sec-
tions, which can be reviewed sequentially or independently.
• Section 1—IRT, DIF, and a More General Model: This
section provides a brief refresher on the general con-
cepts of DIF and impact. We review the two-parameter
logistic IRT model, demonstrating its isomorphism with
a common categorical factor analysis model that uses
a slope and intercept instead of a discrimination and
difficulty. In the context of this model, we introduce
uniform and nonuniform DIF in terms of their implica-
tions for item response functions. We review the affor-
dances and limitations of multiple-group and MIMIC ap-
proaches to DIF analysis, introducing MNLFA as a “best
of both worlds” unifying framework.

• Section 2—An Overview of MNLFA for DIF and Im-
pact Assessment: This section provides a detailed con-
ceptual overview of howMNLFAmodels DIF and impact.
Using model equations, path diagrams, item response
function curves, and graphical depictions of model-
implied θ distributions, we outline the four major rela-
tions that MNLFA incorporates into the 2PL IRT model:
impact on the mean of θ , impact on the variance of θ ,
moderation of item intercepts (uniform DIF), and mod-
eration of item slopes (nonuniform DIF).

• Section 3—MNLFA Estimation and Interpretation:
This section carries the conceptual summary from Sec-
tion 2 into an example analysis of simulated data. We
first describe the challenges of estimating MNLFA mod-
els, noting regularized MNLFA as an approach that gets
around some of these challenges, particularly the com-
plexity of modeling many DIF parameters when one gen-
erally expects few items to exhibit DIF. We provide fur-
ther guidance on interpreting hypothetical values for es-
timates of model parameters representing both DIF and
impact.

• Section 4—MNLFA Applied Example: Here, we walk
through regularized MNLFA analysis of the simulated
dataset in more detail. We use the regDIF R package
(Belzak, 2023) to conduct LASSO regularized estima-
tion of an MNLFA including DIF and impact by two back-
ground variables.

• Section 5—MNLFA Code Walkthrough: We guide the
user through preparing data and estimating DIF models.
We outline the wealth of information provided by regDIF,
focusing on the most salient results for DIF analysis. We
also give an overview of software options for estimation

of MNLFAs more broadly using maximum likelihood or
Markov Chain Monte Carlo (Bauer, 2017; Brandt et al.,
2023; Chen et al., 2022; Enders et al., 2024; Kolbe et al.,
2024).

• Guided Activity: We provide the simulated data used in
this module and a guide outlining the steps to conduct
regularized MNLFA analysis of the dataset. We include a
worked example that reproduces all of the results pre-
sented in the module. This example also extends the
analysis to re-estimate themodel via standardmaximum
likelihood in the software Mplus (Muthén & Muthén,
2017), as suggested by Bauer et al. (2020).

In the portal site, you will find a video version of the core con-
tent as well as a handout with our slides, guided activity, list
of further reading, and dataset.

Audience
The audience for this module ranges from graduate stu-
dents in quantitative methods and evaluation, to faculty
teaching educational measurement or related quantitative
methods courses, to practitioners conducting DIF analysis
for operational tests. Graduate students with some prior
exposure to IRT and DIF—for example, via a first semester
course in measurement—will benefit from learning about
a uniquely flexible approach to DIF analysis that subsumes
several previously distinct frameworks to overcome the
limitations of each. We hope that students will carry this
learning forward into their own research and practice as they
enter the field. Faculty members teaching measurement and
psychometrics will gain an additional resource for teaching
graduate students about different approaches to conducting
DIF analysis, while instructors of advanced SEM courses
may find it interesting to contrast the use of MNLFA for DIF
analysis enacted in this module with the use of MNLFA for
measurement invariance testing in SEM (Kolbe et al., 2024).
Finally, we hope that psychometricians working in opera-
tional settings will be interested in applying these methods
in their own work, given the potential limitations of assessing
DIF “two groups at a time” or “one variable at a time.”
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